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Jion Supercomputing Centfer
entists seek understanding of our past, present
iuture by applying computational technology to
advance discovery, analysis and prediction
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ARSC is...

e ADoD HPCMP Allocated Distributed Center,
established in 1993

e University of Alaska Fairbanks owned and
operated

. Provides HPC
resources &
support

Conducts and
supports
research
with an
emphasis on
northern
phenomena
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Midnight, ARSC’s Newest
Supercomputer

Built by Sun Microsystems

Production status on July 16, 2007
2312 computational cores on 413 nodes, 19 racks

Theoretical aggregate peak of ~12.1 TFLOPS
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Physical Characteristics

Nineteen standard size (19”)
cabinets with front and rear
perforated doors

Total power consumption of
about 200KW (not including
cooling)

Cooling includes Liebert XDV
overhead systems, as well as
under-floor chilled air

~9000 s.f. data center at UAF
has traditional hot/cold-aisle
cooling, conditioned power, etc.
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Midnight Network in Detail
(next 3 slides)

e Infiniband (4X SDR): two Voltaire
9288 288-port switches. For node
communication & data

e GigE: Multiple Cisco switches for
private network

e 100MB Ethernet: For management
e FC/AL: to SARCHIVE SAM/QFS
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The Larger Compute Nodes

e X4600, with 8 dual-core processors (16
cores) and 64GB total memory
— Opteron 2.6Ghz, 64 bit
— Hypertransport bus
— 8GB memory “local” to each socket, 64GB memory total
— Not SMP because HT is not symmetric to all memory
addresses, but can be used as SMP
e 55 nodes, all on the same Infiniband switch

— Total of 880 cores
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The Smaller Compute Nodes

e X2200M2, with 2 dual-core processors
(4 cores) and 16GB total memory

— Same processor speed as X4600 nodes

— Hypertransport yields fewer “hops” to memory
than 16-core system

e 256 nodes on one Infiniband switch

e 102 nodes on the same switch as the
X4600 nodes

— Total of 1430 cores
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Regular multinode usage does
not span all node types

Midnight jobs typically run on only one of the
three main groups of nodes:

— X4600 (16 processor cores each). 55 nodes on one
Infiniband switch

— X2200M2 (4 processor cores each). 256 nodes on another
Infiniband switch

— X2200M2 (4 processor cores each). 102 nodes on the same
switch as the X4600 nodes

Queuing policy structures this usage

Special jobs can run across different groups of
nodes, but do not have a full IB interconnect

U
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The Operating System,
Libraries and Compilers

SuSE 9.3 Linux, with some modifications &
localization (RedHat on X4500 nodes)

Full suite of standard Linux tools
Voltaire-provided MPI stack

PBSPro workload manager

Compilers:

— Pathscale: initial choice

— PGI: recently added due to more community support
— GCC: available (version 3.x)

— SunStudio: available, good compatibility
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Midnight Storage Network
(X4600 half X2200 half is similar)
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High Performance
Cluster Storage

Six X4500 nodes forming a Lustre filesystem

Each X4500 has 48 SATA disk drives with 500GB,
yielding 24TB aggregate raw storage (144TB total)

After RAID and Lustre overhead, about 68TB are
available, split as follows:
— SWORKDIR: short-term shared scratch; purged
— $DATADIR: long-term shared scratch; not purged. By request
— Neither is backed up; quota is forthcoming (there is a disk hog
monitor, currently)

Operates over the Infiniband network, with one IB
card per node (4X SDR, PCI-X)

U
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Lustre over Infiniband

e We are currently running Lustre 1.4.11 with Voltaire IB.
o We have a total of eight servers supporting our Lustre
installation.

— Six provide the block storage and one provides the metadata storage with a
warm standby.

Each OSS is composed of an x4500, running software RAID § with external
|diskfs journaling, on top of 48 500GB SATA disks on six SATA controllers.
We can lose a controller and/or several disks and continue to run.

Each OSS provides a total of 12TB of storage for a collective total of 72TB of
storage.
Each MDS is configured with Fibre Channel connectivity back to a 3500 series
Sun storage solution running RAID 1 that provides 365GB of metadata storage.
e Sustained empty filesystem performance reaches 4.8GB/second.
Sustained ~20% full filesystem performance is at 4.5GB/second.
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Use of NFS

e Midnight includes an NFS server
machine (Sun v40z). This machine
exports all SHOME file systems and all
of the /usr/local file systems except to
the central management node.

NFS imports also are used for ARSC
support file systems on the service and
login nodes. These files reside on
remote servers and are for
administrative use only.
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Shared QFS

e SAM/QFS version 4.5.42

o Shared QFS

— We use the Linux Shared QFS client on login
nodes for access to the $ARCHIVE and
$PROJECTS filesystems

— These filesystems reside on ARSC’s SunFire 6800
systems (Solaris), tied to the StorageTek SL8500
tape silo using T10000 and 9940 tapes/drives

— FC/AL interface
— Re-exported via NFS to cluster compute nodes

U
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Other temporary storage

o /tmp, /var/tmp: users should avoid

o SSCRATCH defined to /scratch on
each node

— X4600: about 64GB/node
— X2200: about 216GB/node

 All scratch is shared on the node;
purged at the end of a job
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Research at ARSC

e Open systems research
(no classified or
sensitive data)
Deep expertise in
geophysical models:
climate, oceanography,
weather, space
physics, permafrost,
etc.

— Ph.D. staff and other
experts

— Ties to UAF faculty &
research groups

— Mix of local, national &
international users
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Research at ARSC

Applications include:
— Locally-originated codes
— Community codes
— Analysis software (SAS...)
— Packaged software

(MATLAB, Fluent...)

Performance tuning &

analysis

Next-generation
technology evaluation
(acceleration
technologies,
compilers, systems)

L
Comcot Model Tsunami Model
2.5 0.0 2.5 meters
s |

Comcot minus Tsunami

—
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Issues: Early

 The ARSC testing procedures, derived
from the HPCMP’s acquisition process,
identified two critical problems. Each
was difficult to diagnose (many

partners, many hours) and required very
significant fixes.

Both problems already existed on other
HPC systems, but had not been
identified with sufficient clarity.

— Partner vendors, not Sun, were where the
problems originated

U
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Issues: Current

e Sun support is not adequately
integrated or aggressive for a large
HPC system. Quoting an ARSC
technical staff member,

— HPC requires integrated hardware and software
support [...] failures of any piece of the cluster can
seldom be viewed in isolation. The cost of the
failure of a single node is multiplied by the length
of the production runs and the number of nodes
iInvolved when that one fails. Extended periods of
downtime for diagnosis to correct system failures
needs to be performed outside of the production
environment and performed aggressively. -
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For the 2007 Sun HPC Forum:
Recommendations

e For supercomputing centers:

— Commodity clusters are not turnkey solutions
» Allow for additional time for deployment, testing

* |nteracting with numerous vendors can be difficult. A
strong “primary” vendor is important

— Staff must be prepared to be deeply involved in
system design

— A detailed evaluation plan for a new system is
Immensely valuable

U
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For the 2007 Sun HPC Forum:
Recommendations

e For potential customers

— Sun’s primary OS is Solaris. Detailed
Linux support is not as deep

— End-to-end system support iIs needed

— Learn to love your support team, and
figure out who is who

— Ask Sun for your “off-menu” ideas: Sun
listens!
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For the 2007 Sun HPC Forum:
Recommendations

e For Sun

— HPC systems still need more visibility, a
clearer identity within Sun

— Develop more in-house expertise for HPC
benchmarking, application tuning, etc.

— Linux, Linux, Linux
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In closing...

e ARSC’s Midnight system is doing
valuable work for researchers

* Deployment of Midnight was a
learning process for both Sun &
ARSC

e Sun’s hardware offerings for HPC
are fully-featured and capable.
Software and support still has
some gaps
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See you at SCO7!

e ARSC is part of the HPCMP booth (near
Sun’s) #528

e See ARSC staff at the UAF/ARSCI/IPY
booth #2247

e Presentations by ARSC’s Greg Newby &
Ed Kornkven concerning Midnight:
— 2:00 Tuesday: Multicore performance (Sun’s booth)
— 3:30 Tuesday: Midnight overview (HPCMP booth)
— 4:00 Tuesday: Multicore performance (HPCMP booth)
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